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  - correct
  - secure against dishonest Alice
  - secure against dishonest Bob
Main Result

**Theorem**: If a quantum protocol for the evaluation of $f$ is correct and perfectly secure against Bob, then Alice can completely break the protocol.
Main Result

**Theorem:** If a quantum protocol for the evaluation of $f$ is correct and perfectly secure against Bob, then Alice can completely break the protocol.
Theorem: If a quantum protocol for the evaluation of $f$ is correct and perfectly secure against Bob, then Alice can completely break the protocol.
Main Result

**Theorem**: If a quantum protocol for the evaluation of $f$ is correct and perfectly secure against Bob, then Alice can completely break the protocol.
Main Result

Theorem: If a quantum protocol for the evaluation of $f$ is correct and perfectly secure against Bob, then Alice can completely break the protocol.

$\text{dishonest Bob learns no more about } x \text{ than } f(x,y).$
**Main Result**

**Theorem:** If a quantum protocol for the evaluation of $f$ is correct and perfectly secure against Bob, then Alice can completely break the protocol.

\[ f(x,y) \]
Main Result

Theorem: If a quantum protocol for the evaluation of $f$ is correct and perfectly secure against Bob, then Alice can completely break the protocol.
Main Result

Theorem: If a quantum protocol for the evaluation of $f$ is correct and perfectly secure against Bob, then Alice can completely break the protocol.

dishonest Alice can compute $f(x,y)$ not just for one $x$, but for all $x$. Equivalently, she obtains $y$’ s.th. $f(x,y')=f(x,y)$ for all $x$.
Main Result

Theorem: If a quantum protocol for the evaluation of $f$ is correct and perfectly secure against Bob, then Alice can completely break the protocol.

Theorem: If a quantum protocol for the evaluation of $f$ is $\varepsilon$-correct and $\varepsilon$-secure against Bob, then Alice can break the protocol with probability $1 - O(\varepsilon)$.

dishonest Alice can compute $f(x,y)$ not just for one $x$, but for all $x$. Equivalently, she obtains $y$'s.th. $f(x,y') = f(x,y)$ for all $x$.

Theorem: If a quantum protocol for the evaluation of $f$ is $\varepsilon$-correct and $\varepsilon$-secure against Bob, then Alice can break the protocol with probability $1 - O(\varepsilon)$. 
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this work: Complete Insecurity of Two-Sided Secure
Function Evaluation (also with finite error)
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**Theorem:** If a quantum protocol for the one-sided evaluation of $f$ is correct and perfectly secure against Bob, then Alice can completely break the protocol.

Dishonest Alice can compute $f(x,y)$ not just for one $x$, but for all $x$.

Lo's Result: proof fails for two-sided computations
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also relative to purification
Proof of Insecurity

Security against Bob $\Rightarrow$ Insecurity against Alice

security holds if REAL looks like IDEAL to the outside world
Proof of Insecurity

Security against Bob $\Rightarrow$ Insecurity against Alice

security holds if REAL looks like IDEAL to the outside world

\[ |\psi\rangle_{A_p A B B_p} \]

state after the real protocol if both parties play “dishonestly” by purifying their actions
Proof of Insecurity

Security against Bob $\Rightarrow$ Insecurity against Alice

security holds if REAL looks like IDEAL to the outside world

state after the real protocol if both parties play “dishonestly” by purifying their actions
Proof of Insecurity

Security against Bob \implies Insecurity against Alice

security holds if \text{REAL} looks like \text{IDEAL} to the outside world

\text{REAL}

\text{IDEAL}

\rho_{ABB_p} = \sigma_{ABB_p} = \text{tr}_Y(\sigma_{ABB_p} Y)

state after the real protocol if both parties play "dishonestly" by purifying their actions
Proof of Insecurity

Security against Bob => Insecurity against Alice

security holds if REAL looks like IDEAL to the outside world

\[ |\psi\rangle_{A_p} ABB_p \]
\[ \text{tr}_{A_p} \]
\[ \rho_{ABB_p} = \sigma_{ABB_p} = \text{tr}_Y (\sigma_{ABB_p} Y) \]

state after the real protocol if both parties play "dishonestly" by purifying their actions.
Proof of Insecurity

Security against Bob $\implies$ Insecurity against Alice

security holds if REAL looks like IDEAL to the outside world

\[ \rho_{ABB_p} = \sigma_{ABB_p} = \text{tr}_Y(\sigma_{ABB_p}Y) \]

state after the real protocol if both parties play “dishonestly” by purifying their actions

\[ \langle \psi \rangle_{B_p}ABB_p \]

\[ \text{tr}_{A_p} \]
Proof of Insecurity

Security against Bob $\implies$ Insecurity against Alice

security holds if REAL looks like IDEAL to the outside world

state after the real protocol if both parties play “dishonestly” by purifying their actions

$|\psi\rangle_{A_p} ABB_p$  
$\text{tr}_{A_p}$  

$\rho_{ABBP_p} = \sigma_{ABBP_p} = \text{tr}_Y (\sigma_{ABBP_p} Y)$
Proof of Insecurity

Security against Bob $\Rightarrow$ Insecurity against Alice

security holds if REAL looks like IDEAL to the outside world

\[ f(x, y) \]
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Error Case

- our results also hold for \(\varepsilon\)-correctness and \(\varepsilon\)-security

- Alice gets a value \(y'\) with distribution \(Q(y'|y)\) such that for all \(x\): \(P_{y'}[f(x,y)=f(x,y')] \geq 1-O(\varepsilon)\)

- in contrast to Lo's proof where the overall error increases linearly with the number of inputs.

- crucial use of von Neumann's minimax theorem

  motivated from strong no bit commitment result

  [D'Ariano Kretschmann Schlingemann Werner, 2007]
Conclusion & Open Problems

\[ x \quad \leftrightarrow \quad f(x, y) \quad \leftrightarrow \quad y \quad \leftrightarrow \quad f(x, y) \]
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Conclusion & Open Problems

- Secure two-party computation not possible
- Weaker security definition?
- Randomized functions?

Thank you!