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We derive quantum counterparts of two key theorems of classical information theory, namely, the
rate distortion theorem and the source-channel separation theorem. The rate-distortion theorem
gives the ultimate limits on lossy data compression, and the source-channel separation theorem
implies that a two-stage protocol consisting of compression and channel coding is optimal for trans-
mitting a memoryless source over a memoryless channel. In spite of their importance in the classical
domain, there has been surprisingly little work in these areas for quantum information theory. In the
present work, we prove that the quantum rate distortion function is given in terms of the regularized
entanglement of purification. Although this formula is regularized, at the very least it demonstrates
that Barnum’s conjecture on the achievability of the coherent information for quantum rate dis-
tortion is generally false. We also determine single-letter expressions for entanglement-assisted
quantum rate distortion. Moreover, we prove several quantum source-channel separation theorems.
The strongest of these are in the entanglement-assisted setting, in which we establish a necessary
and sufficient condition for transmitting a memoryless source over a memoryless quantum channel
up to a given distortion.

Data compression is possible due to statistical redun-
dancy in the information emitted by sources, with some
signals being emitted more frequently than others. Ex-
ploiting this redundancy suitably allows one to compress
data without losing essential information. If the data
which is recovered after the compression-decompression
process is an exact replica of the original data, then the
compression is said to be lossless. The simplest exam-
ple of an information source is a memoryless one. Such
a source can be characterized by a random variable U
with probability distribution {pU (u)} and each use of the
source results in a letter u being emitted with probability
pU (u). Shannon’s noiseless coding theorem states that
the entropy H (U) ≡ −∑u pU (u) log2 pU (u) of such an
information source is the minimum rate at which we can
compress signals emitted by it [8, 19].

The requirement of a data compression scheme being
lossless is often too stringent a condition, in particular for
the case of multimedia data, i.e., audio, video and still
images or in scenarios where insufficient storage space is
available. Typically a substantial amount of data can be
discarded before the information is sufficiently degraded
to be noticeable. A data compression scheme is said to
be lossy when the decompressed data is not required to
be identical to the original one, but instead recovering
a reasonably good approximation of the original data is
considered to be good enough.

The theory of lossy data compression, which is also
referred to as rate distortion theory, was developed by
Shannon [5, 8, 20]. This theory deals with the trade-
off between the rate of data compression and the al-
lowed distortion. Shannon proved that, for a given
memoryless information source and a distortion mea-
sure, there is a function R(D), called the rate-distortion
function, such that, if the maximum allowed distortion

is D then the best possible compression rate is given
by R(D). He established that this rate-distortion func-
tion is equal to the minimum of the mutual information
I(U ; Û) := H (U) + H(Û) − H(U, Û) over all possible
stochastic maps pÛ |U (û|u) that meet the distortion re-
quirement on average:

R(D) = min
p(û|u) : E{d(U,Û)}≤D

I(U ; Û). (1)

In the above d(U, Û) denotes a suitably chosen distortion
measure between the random variable U characterizing
the source and the random variable Û characterizing the
output of the stochastic map.

Quantum rate distortion theory, that is the theory of
lossy quantum data compression, was introduced by Bar-
num in 1998. He considered a symbol-wise entanglement
fidelity as a distortion measure [2] and, with respect to
it, defined the quantum rate distortion function as the
minimum rate of data compression, for any given distor-
tion. He derived a lower bound on the quantum rate dis-
tortion function, in terms of well-known entropic quan-
tity, namely the coherent information. The latter can be
viewed as one quantum analogue of mutual information,
since it is known to characterize the quantum capacity
of a channel [11, 15, 21], just as the mutual information
characterizes the capacity of a classical channel. It is
this analogy, and the fact that the classical rate distor-
tion function is given in terms of the mutual information,
that led Barnum to consider the coherent information as
a candidate for the rate distortion function in the quan-
tum realm. He also conjectured that this lower bound
would be achievable.

Since Barnum’s paper, there have been quite a few
papers in which the problem of quantum rate distortion
has either been addressed [7, 13], or mentioned in other
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contexts [14, 16, 17, 23]. However, not much progress
has been made in proving or disproving his conjecture.
In fact, in the absence of a matching upper bound, it is
even unclear how good Barnum’s bound is, given that
the coherent information can be negative, as was pointed
out in [7, 13].

In this work, we prove several important quantum rate
distortion theorems and quantum source-channel separa-
tion theorems. We first consider the most natural setting
for quantum rate distortion in which a compressor tries to
compress a quantum information source so that a decom-
pressor can recover it up to some distortion D according
to the following distortion measure:

d(ρ,N ) = 1− Fe(ρ,N ), (2)

where Fe is the entanglement fidelity of the map N :

Fe(ρ,N ) ≡ 〈ψρAA′ |(idA ⊗NA′→B)(ψρAA′)|ψρAA′〉. (3)

This setting is most natural whenever sufficient quantum
storage is not available, but we can equivalently phrase it
in a communication paradigm, where a sender has access
to many uses of a noiseless qubit channel and would like
to minimize the use of this resource while transmitting a
quantum information source up to some distortion (see
Fig. 1-(a)). We prove that the quantum rate distortion
function is given in terms of a regularized entanglement
of purification [22] in this case.

Theorem 1 For a memoryless quantum information
source defined by the density matrix ρA, and any given
distortion 0 ≤ D < 1, the quantum rate distortion func-
tion is given by,

Rq (D) = lim
k→∞

1
k

min
N(k) :

d(ρ,N(k))≤D

[
E∞p (ρ⊗k,N (k))

]
, (4)

where

E∞p (ρ,N ) ≡ lim
n→∞

1
n
Ep(ω⊗nRB)

denotes the regularised entanglement of purification and
ωRB ≡ (idR ⊗NA→B)(ψρRA).

Like its classical counterpart, lossy data compression in-
cludes lossless compression as a special case. If the dis-
tortion D is set equal to zero in (4), then the state ωRB
becomes exactly identical to the state ψρRA. Equivalently,
the quantum operation N is given by the identity map
idA. Since the entanglement of purification is additive
for tensor power states [22]:

Ep
(
(ψρRA)⊗n

)
= nEp(ψ

ρ
RA) = nH(ρA),

we infer that, for D = 0, Rq(D) reduces to the von Neu-
mann entropy of the source, which is known to be the
optimal rate for lossless quantum data compression [18].

In spite of our characterization being an intractable,
regularized formula, our result at the very least shows

that the quantum rate distortion function is always non-
negative, demonstrating that Barnum’s conjecture from
Ref. [2] is false since his proposed rate-distortion function
can become negative.

Our next result in quantum rate distortion is a com-
plete characterization of the rate distortion function in
an entanglement-assisted setting in a communication
paradigm (see Fig. 1-(b)). The idea here is for a sender to
exploit the shared entanglement and a minimal amount
of classical or quantum communication in order for the
receiver to recover the output of the quantum informa-
tion source up to some distortion. Our main results are
single-letter formulas for the entanglement-assisted rate
distortion functions, in the case of noiseless classical and
quantum communication, expressed in terms of a mini-
mization of the input-output mutual information over all
noisy maps that meet the distortion constraint.

Theorem 2 For a memoryless quantum information
source defined by the density matrix ρA′ , and any given
distortion 0 ≤ D < 1, the quantum rate distortion func-
tion for entanglement-assisted lossy source coding with
noiseless classical communication, is given by

Rqeac (D) = min
N : d(ρ,N )≤D

I (A;B)ω , (5)

where ωAB ≡ (idA ⊗ NA′→B)(ψρAA′), and I (A;B)ω de-
notes the mutual information.

Theorem 3 For a memoryless quantum information
source defined by the density matrix ρA′ , and any given
distortion 0 ≤ D < 1, the quantum rate distortion func-
tion for entanglement-assisted lossy source coding with
noiseless quantum communication, is given by

Rqeaq (D) =
1
2

[
min

N : d(ρ,N )≤D
I (A;B)ω

]
, (6)

where ωAB := (idA ⊗ NA′→B)ψρAA′ , and I (A;B)ω de-
notes its mutual information.

It is often the case in quantum Shannon theory that the
entanglement-assisted formulas end up being formally
analogous to Shannon’s classical formulas [4], and our
result here is no exception to this trend.

Our achievability proofs of the above theorems rely
on a fundamental connection between quantum reverse
Shannon theorems and quantum rate-distortion proto-
cols. In particular, if a reverse Shannon theorem is avail-
able in a given context, then it immediately leads to a
rate-distortion protocol. This is done simply by choosing
the simulated channel to be the one which, when acting
on the source state, yields an output state which meets
the distortion criterion for the desired rate-distortion
task.

Note, however, that the demands of a reverse Shan-
non theorem are much more stringent than those of a
rate-distortion protocol. A reverse Shannon theorem re-
quires the simulation of a channel to be asymptotically
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FIG. 1: The most general protocols for (a) unassisted and (b)
assisted quantum rate distortion coding. In (a), Alice acts on
the tensor power output of the quantum information source
with a compression encoding E . She sends the compressed
qubits over noiseless quantum channels (labeled by “id”) to
Bob, who then performs a decompression map D to recover
the quantum data that Alice sent. In (b), the task is sim-
ilar, though this time we assume that Alice and Bob share
entanglement before communication begins.

exact, whereas a rate-distortion protocol only demands
that a source be reconstructed up to some average dis-
tortion constraint. The differences in these goals can im-
pact resulting rates if sufficient correlated resources are
not available [9]. On the other hand, the entanglement-
assisted quantum reverse Shannon theorem suffices for
producing a good entanglement-assisted rate-distortion
protocol because we assume that unlimited entanglement
is available in the entanglement-assisted setting.

We think that our protocol exploits more entanglement
than necessary from considering what is known in the
classical case regarding reverse Shannon theorems and
rate-distortion coding [4, 8, 9]. First, as stated in (1), the
classical mutual information minimized over all stochas-
tic maps that meet the distortion criterion is equal to
Shannon’s classical rate-distortion function [8]. Bennett
et al. have shown that the classical mutual information
is also equal to the minimum rate needed to simulate a
classical channel whenever free common randomness is
available [4]. Thus, a simple strategy for achieving the
task of rate distortion is for the parties to choose the
stochastic map that minimizes the rate distortion func-
tion and simulate it with the classical reverse Shannon
theorem. But this strategy uses far more classical bits

than necessary whenever sufficient common randomness
is not available [9]. Meanwhile, we already know that
the mutual information is achievable without any com-
mon randomness if the goal is rate distortion [8].

We have further results that answer the following im-
portant communication question: what if the entropy of
the source is greater than the capacity of the channel?
For simplicity, we will only consider the entanglement-
assisted setting below, but we invite the program com-
mittee to consult Ref. [10] for further source-channel sep-
aration results. Our best hope in this scenario is to allow
for some distortion in the output of the source such that
the rate of compression is smaller than the entropy of the
source. Recall that whenever D > 0, the entanglement-
assisted quantum rate-distortion function Rqeaq (D) is less
than the entropy H (R) of the quantum source. In this
case, the condition Rqeaq (D) ≤ I (N ) /2 is both necessary
and sufficient for the reliable transmission of an informa-
tion source over a noisy channel, up to some amount of
distortion D, with I (N ) being given by (8) below.

Theorem 4 The following condition is necessary and
sufficient for transmitting the output of a quantum in-
formation source over an entanglement-assisted quantum
channel (up to some distortion D):

Rqeaq (D) ≤ 1
2
I (N ) , (7)

where Rqeaq (D) is defined (6) and

I (N ) ≡ max
ϕAA′

I (A;B)σ , σAB ≡ NA′→B(ϕAA′). (8)

The above theorem implies that we can consider the
problems of lossy data compression and channel coding
separately, and the two-stage concatenation of the best
lossy compression code with the best channel code is op-
timal.

In conclusion, we have proved several quantum rate-
distortion theorems and quantum source-channel sep-
aration theorems. All of our quantum rate-distortion
protocols employ the quantum reverse Shannon theo-
rems [1, 3, 4, 6, 12]. This strategy works well when-
ever unlimited entanglement is available, but it clearly
leads to undesirable regularized formulas in the unas-
sisted setting. Our quantum source-channel separa-
tion theorems demonstrate in many cases that a two-
stage compression-channel-coding strategy works best for
memoryless sources and for quantum channels with addi-
tive capacity measures. Again, our most satisfying result
is in the entanglement-assisted setting, where the pleas-
ing result is that the entanglement-assisted rate distor-
tion function being less than the entanglement-assisted
quantum capacity is both necessary and sufficient for
transmission of a source over a channel up to some dis-
tortion.
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