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Simulating NLBS

e [ocal hidden variable theory (LHV):
e /5%.

e Quantum;:
® c0s?(m/8) ~ 85%.

e Known (In ether terms) as the CHSH
iInequality.

o \Why not 100% ?
e \Would not violate causality...



Communication complexity.
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A limit on non-lecality

e Most functions : about n bits of
communication.

e Simulating NLBs withian efficiency ofi 91%:
all (beolean) functions can be computed
with only one bit ofi communication!

e \Wim van Dam already had a similar result
with 100%.

e Such a world would be unbelievable!



Distributed computing

e A bit X Is said to be distributed between
Alice and Bob if they have x* and x°
respectively such that x* @ x5 = x.

e A function F Is computed distributively: if
Alice can output z** and Bob z® such that
72 @ 75 = F(X.Y).

o WITHOUT COMMUNICATION.



Bias

e [F has a bias: Alice and Bob can preduce a
distributed! bit z such that z2 @ z° = z =
E(x,y) with prebablility: P[z = E(X,y)] > .

e Every function has a bias.
e  has a bounded bias: ...

.. Pz = EOy)] > Y2 +6.



ldea

e \We have a distributed bias.

e \We want a bounded bias.

e | et’'s amplify the bias.

e Repetition and Majority.

e Compute Majority distributively (MAJ).
e Use NLBs to iImplement MAJ.

e Calculate the effeciency ofi NLBs we need
to for this toe work.



Majority tree
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VIALD > 5/8
e [f MAJ can be computed with probability
stricly greather than 5/6, than every

fonction can be computed with a bounded
bias.

e Below that treshold MAJ makes things
worst.

e p = Pr[having the right answer].
g = PrIMAJ works properly].
q(p>+3p?(1-p))+(1—q)(Bp(1—p)?+(1—p)3)> p
= q > 5/6



NE=BS ciplel A

e We can implement the non-local majority
with 2 NLBs.

MAJ = (m’f‘ & a:é) V ($§ (7 .:c§) ] xf‘ S x’g‘ D arg‘
O[(zF & 25) V (25 & 25)] ® 2T & =5 ® 25
O[(z) @ z5) A (25 @ z5)]

Ol(1 @ x5 ® 28) A (2B @ 25)]




S

1 1
6~ 2T

p®+ (1 —p)? >5/6

=p>1/24+1/V/6~91%

| have left out the analysis of the co JverJe ce
of the protocol to a value bounded from 1/2.



Conclusion

e |fiwe take the reasonable assumption that
communication complexity Is not trvial, we have
a bound on non-locality.
e [ake a look at the complexity zoo:
http://gwiki.caltech.edu/wiki/Complexity_ Zoo.

e Protocol:
e Compute distributively F many times with tiny bias.

e Use MAJ tree to amplify the bias.
MAJ uses 2 NLBs.

e Bob sends his ene bit of the shared output.
e Need NLBs of 91%.

e Classical fault-telerant computing < 25%



What else In physics can
computer science give us
INSIgNtS INte?
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